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Application of the Three-Dimensional 
Finite-Difference Time-Domain 

Method to the Analysis of 
Planar Microstrip Circuits 

Abstract-A direct three-dimensional finite-difference time-domain 
(FDTD) method is applied to the full-wave analysis of various microstrip 
structures. The method is shown to be an efficient tool for modeling 
complicated microstrip circuit components as well as microstrip anten- 
nas. From the time-domain results, the input impedance of a line-fed 
rectangular patch antenna and the frequency-dependent scattering pa- 
rameters of a low-pass filter and a branch line coupler are calculated. 
These circuits are fabricated and the measurements are compared with 
the FDTD results and shown to be in good agreement. 

I. INTRODUCTION 
REQUENCY-domain analytical work with compli- F cated microstrip circuits has generally been done 

using planar circuit concepts in which the substrate is 
assumed to be thin enough that propagation can be 
considered in two dimensions by surrounding the mi- 
crostrip with magnetic walls [1]-[6]. Fringing fields are 
accounted for by using either static or dynamic effective 
dimensions and permittivities. Limitations of these meth- 
ods are that fringing, coupling, and radiation must all be 
handled empirically since they are not allowed for in the 
model. Also, the accuracy is questionable when the sub- 
strate becomes thick relative to the width of the mi- 
crostrip. To fully account for these effects, it is necessary 
to use a full-wave solution. 

Full-wave frequency-domain methods have been used 
to solve some of the simpler discontinuity problems [7], 
[SI. However, these methods are difficult to apply to a 
typical printed microstrip circuit. 

Modeling of microstrip circuits has also been per- 
formed using Bergeron's method [9], [lo]. This method is 
a modification of the transmission line matrix (TLM) 
method, and has limitations similar to the finite-dif- 
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ference time-domain (FDTD) method due to the discrete 
modeling of space and time [ll], [121. A unique problem 
with this method is that the dielectric interface and the 
perfectly conducting strip are misaligned by half a space 
step [121. 

The FDTD method has been used extensively for the 
solution of two- and three-dimensional scattering prob- 
lems [13]-[17]. Recently, FDTD methods have been used 
to effectively calculate the frequency-dependent charac- 
teristics of microstrip discontinuities [ 181-[21]. Analysis of 
the fundamental discontinuities is of great importance 
since more complicated circuits can be realized by inter- 
connecting microstrip lines with these discontinuities and 
using transmission line and network theory. Some circuits, 
however, such as patch antennas, may not be realized in 
this way. Additionally, if the discontinuities are too close 
to each other the use of network concepts will not be 
accurate due to the interaction of evanescent waves. To 
accurately analyze these types of structures it is necessary 
to simulate the entire structure in one computation. The 
FDTD method shows great promise in its flexibility in 
handling a variety of circuit configurations. An additional 
benefit of the time-domain analysis is that a broad-band 
pulse may be used as the excitation and the frequency- 
domain parameters may be calculated over the entire 
frequency range of interest by Fourier transform of the 
transient results. 

In this paper, the frequency-dependent scattering pa- 
rameters have been calculated for several printed mi- 
crostrip circuits, specifically a line-fed rectangular patch 
antenna, a low-pass filter, and a rectangular branch line 
coupler. These circuits represent resonant microstrip 
structures on an open substrate; hence, radiation effects 
can be significant, especially for the microstrip antenna. 
Calculated results are presented and compared with ex- 
perimental measurements. 

The FDTD method has been chosen over the other 
discrete methods (TLM or Bergeron's) because it is ex- 
tremely efficient, its implementation is quite straightfor- 
ward, and it may be derived directly from Maxwell's 
equations. Many of the techniques used to implement this 
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method have been demonstrated previously [ 18]-[20]; 
however, simplification of the method has been achieved 
by using a simpler absorbing boundary condition [22]. 
This simpler absorbing boundary condition yields good 
results for the broad class of microstrip circuits consid- 
ered by this paper. Additionally, the source treatment has 
been enhanced to reduce the source effects documented 
in [18]-[20]. 

11. PROBLEM FORMULATION 

The FDTD method is formulated by discretizing 
Maxwell's curl equations over a finite volume and approx- 
imating the derivatives with centered difference approxi- 
mations. Conducting surfaces are treated by setting tan- 
gential electric field components to 0. The walls of the 
mesh, however, require special treatment to prevent re- 
flections from the mesh termination. 

A. GoLeming Equations 
Formulation of the FDTD method begins by consider- 

ing the differential form of Maxwell's two curl equations 
which govern the propagation of fields in the structures. 
For simplicity, the media are assumed to be piecewise 
uniform, isotropic, and homogeneous. The structure is 
assumed to be lossless (i.e., no volume currents or finite 
conductivity). With these assumptions, Maxwell's curl 
equations may be written as 

dH 
p - =  -V X E 

at 

dE 
at 

E - E V Y H .  

In order to find an approximate solution to this set of 
equations, the problem is discretized over a finite three- 
dimensional computational domain with appropriate 
boundary conditions enforced on the source, conductors, 
and mesh walls. 

B. Finite-Difference Equations 
To obtain discrete approximations to these continuous 

partial differential equations the centered difference ap- 
proximation is used on both the time and space first-order 
partial differentiations. For convenience, the six field 
locations are considered to be interleaved in space as 
shown in Fig. 1, which is a drawing of the FDTD unit cell 
[131. The entire computational domain is obtained by 
stacking these rectangular cubes into a larger rectangular 
volume. The P, j ,  and 2 dimensions of the unit cell are 
A x ,  A y ,  and A z ,  respectively. The advantages of this field 
arrangement are that centered differences are realized in 
the calculation of each field component and that continu- 
ity of tangential field components is automatically satis- 
fied. Because there are only six unique field components 
within the unit cell, the six field components touching the 
shaded upper eighth of the unit cell in Fig. 1 are consid- 
ered to be a unit node with subscript indices i ,  j ,  and k 
corresponding to the node numbers in the 2, 9, and 2 

NODE (Li,k) 

YJ/X 

Fig. 1. Field component placement in the FDTD unit cell. 

directions. This notation implicitly assumes the k 1/2 
space indices and thus simplifies the notation, rendering 
the formulas directly implementable on the computer. 
The time steps are indicated with the superscript n.  Using 
this field component arrangement, the above notation, 
and the centered difference approximation, the explicit 
finite difference approximations to (1) and (2) are 

( 3 )  



The half time steps indicate that E and H are alter- 
nately calculated in order to achieve centered differences 
for the time derivatives. In these equations, the permittiv- 
ity and the permeability are set to the appropriate values 
depending on the location of each field component. For 
the electric field components on the dielectric-air inter- 
face the averagc of the two permittivities, ( E , )  + ~ , ) / 2 ,  is 
used. The validity of this treatment is explained in [20]. 

Due to the use of centered differences in these approx- 
imations, the error is second order in both the space and 
time steps; i.e., if A x ,  A y ,  Az,  and At are proportional to 
Al ,  then the global error is O(hl*) .  The maximum time 
step that may be used is limited by the stability restriction 
of the finite difference equations, 

A t < -  ,+-+- ( 9) 
I;,;,, A x  A y' A zz 

where L',,,,, is the maximum velocity of light in the compu- 
tational volume. Typically, iman will be the velocity of light 
in free space unless the entire volume is filled with 
dielectric. These equations will allow the approximate 
solution of E ( r , r )  and H ( r , t )  in the volume of the 
computational domain or mesh; however, special consid- 
eration is required for the source, the conductors, and the 
mesh walls. 

C. Source Considerations 
The volume in which the microstrip circuit simulation is 

to be performed is shown schematically in Fig. 2. At t = 0 
the fields are assumed to be identically 0 throughout the 
computational domain. A Gaussian pulse is desirable as 
the excitation because its frequency spectrum is also 
Gaussian and will therefore provide frequency-domain 
information from dc to the desired cutoff frequency by 
adjusting the width of the pulse. 

In order to simulate a voltage source excitation it is 
necessary to impose the vertical electric field, E,, in a 
rectangular region underneath port 1 as shown in Fig. 2. 
The remaining electric field components on the source 
plane must be specified or calculated. In [181-[201 an 
electric wall source is used; i.e., the remaining electric 
field components on the source wall of the mesh are set 
to 0. An unwanted side effect of this type of excitation is 
that a sharp magnetic field is induced tangential to the 
source wall. This results in some distortion of the launched 
pulse. Specifically, the pulse is reduced in magnitude due 
to the energy stored in the induced magnetic field and a 
negative tail to the pulse is immediately evident. An 
alternative excitation scheme is to simulate a magnetic 
wall at the source plane. The source plane consists only of 
E ,  and E ,  components, with the tangential magnetic field 
components offset f A y / 2 .  If  the magnetic wall is en- 
forced by setting the tangential magnetic field compo- 
nents to zero just behind the source plane, then signifi- 
cant distortion of the pulse still occurs. If the magnetic 
wall is enforced directly on the source plane by using 
image thcory (i.e., HtZln outside the magnetic wall is equal 

Fig. 2. Computational domain. 

to - HI,, inside the magnetic wall), then the remaining 
electric field components on the source plane may be 
readily calculated using the finite-difference equations. 
Using this excitation, only a minimal amount of source 
distortion is apparent. The launched wave has nearly unit 
amplitude and is Gaussian in time and in the j direction: 

It is assumed that excitation specified in this way will 
result in the fundamental mode only propagating down 
the microstrip in the frequency range of interest. 

The finite-difference formulas are not perfect in their 
representation of the propagation of electromagnetic 
waves. One effect of this is numerical dispersion; i.e., the 
velocity of propagation is slightly frequency dependent 
even for uniform plane waves. In order to minimize the 
effects of numerical dispersion and truncation errors, the 
width of the Gaussian pulse is chosen for at least 20 
points per wavelength at the highest frequency repre- 
sented significantly in the pulse. 

D. Conductor Treatment 
The circuits considered in this paper have a conducting 

ground plane and a single dielectric substrate with metal- 
lization on top of this substrate in the ordinary microstrip 
configuration. These electric conductors are assumed to 
be perfectly conducting and have zero thickness and are 
treated by setting the electric field components that lie on 
the conductors to zero. The edge of the conductor should 
be modeled with electric field components tangential to 
the edge lying exactly on the edge of the microstrip as 
shown in Fig. 2. 

E. Absorbing Boundary Treatment 
Due to the finite capabilities of the computers used to 

implement the finite-difference equations, the mesh must 
be limited in the i ,  j ,  and i directions. The difference 
equations cannot be used to evaluate the field compo- 
nents tangential to the outer boundaries since they would 
require the values of field components outside of the 
mesh. One of the six mesh boundaries is a ground plane 
and its tangential electric field values are forced to be 0. 
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The tangential electric field components on the other five 
mesh walls must be specified in such a way that outgoing 
waves are not reflected using the absorbing boundary 
condition [22], [23]. For the structures considered in this 
paper, the pulses on the microstrip lines will be normally 
incident to the mesh walls. This leads to a simple approxi- 
mate continuous absorbing boundary condition, which is 
that the tangential fields on the outer boundaries will 
obey the one-dimensional wave equation in the direction 
normal to the mesh wall. For the 9 normal wall the 
one-dimensional wave equation may be written 

a I d  
E,,, = 0. 

This equation is Mur's first approximate absorbing 
boundary condition and it may be easily discretized using 
only field components on or just inside the mesh wall, 
yielding an explicit finite difference equation [22], 

where E,, represents the tangential electric field compo- 
nents on the mesh wall and E ,  represents the tangential 
electric field components one node inside of the mesh 
wall. Similar expressions are immediately obtained for the 
other absorbing boundaries by using the corresponding 
normal directions for each wall. It should be noted that 
the normal incidence assumption is not valid for the 
fringing fields which are propagating tangential to the 
walls; therefore the sidewalls should be far enough away 
that the fringing fields are negligible at the walls. Addi- 
tionally, radiation will not be exactly normal to the mesh 
walls. Second-order absorbing boundary conditions [22], 
[231 which account for oblique incidence will not work on 
the mesh walls where the microstrip is incident because 
these absorbing boundary conditions are derived in uni- 
form space. 

The results presented show that the first-order absorb- 
ing boundary treatment is sufficiently accurate and partic- 
ularly well suited to the microstrip geometry. It is possible 
to obtain more accurate normal incidence absorbing 
boundary conditions [241, which have been used in the 
FDTD calculation of microstrip discontinuities [20]. Due 
to the more dynamic, resonant behavior of the circuits 
considered, Mur's first approximate absorbing boundary 
condition is used and this allows for accurate simulation 
of the various microstrip circuits. 

F. Time Marching Solution 
The finite difference equations, (3)-(8), are used with 

the above boundary and source conditions to simulate the 
propagation of a broad-band Gaussian pulse on the mi- 
crostrip structure. The essential aspects of the time- 

domain algorithm are as follows: 

Initially (at t = n = 0) all fields are 0. 
The following are repeated until the response is =: 0: 

Gaussian excitation is imposed on port 1. 
is calculated from FD equations. ff ) I  + I/2 

is calculated from FD equations. 
Tangential E is set to 0 on conductors. 
Save desired field quantities. 
n + n + l .  

domain results. 

E I I + I  

Compute scattering matrix coefficients from time- 

One additional consideration is that the reflections 
from the circuit will be reflected again by the source wall. 
To eliminate this, the circuit is placed a sufficient dis- 
tance from the source, and after the Gaussian pulse has 
been fully launched, the absorbing boundary condition is 
switched on at the source wall. 

G. Frequency-Dependent Parameters 
In addition to the transient results obtained naturally 

by the FDTD method, the frequency-dependent scatter- 
ing matrix coefficients are easily calculated. 

where [VI' and [VI' are the reflected and incident voltage 
vectors, respectively, and [ S ]  is the scattering matrix. To 
accomplish this, the vertical electric field underneath the 
center of each microstrip port is recorded at every time 
step. As in [20], it is assumed that this field value is 
proportional to the voltage (which could be easily ob- 
tained by numerically integrating the vertical electric field) 
when considering propagation of the fundamental mode. 
To obtain the scattering parameter S ,  , (w) ,  the incident 
and reflected waveforms must be known. The FDTD 
simulation calculates the sum of incident and reflected 
waveforms. To obtain the incident waveform, the calcula- 
tion is performed using only the port 1 microstrip line, 
which will now be of infinite extent (i.e., from source to 
far absorbing wall), and the incident waveform is recorded. 
This incident waveform may now be subtracted from the 
incident plus reflected waveform to yield the reflected 
waveform for port 1. The other ports will register only 
transmitted waveforms and will not need this computa- 
tion. The scattering parameters, S,k, may then be ob- 
tained by simple Fourier transform of these transient 
waveforms as 

Note that the reference planes are chosen with enough 
distance from the circuit discontinuities to eliminate 
evanescent waves. These distances are included in the 
definition of the circuit so that no phase correction is 
performed for the scattering coefficients. For all of the 
circuits considered, the only unique coefficients are in 
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Fig. 3. Line-fed rectangular microstrip antenna detail. 

the first column of the scattering matrix (i.e., 
S, , (w) ,  S2, (w) ,  S J w ) ,  ' . . 1. 

111. NUMERICAL RESULTS 
Numerical results have been computed for three con- 

figurations, a line-fed rectangular patch antenna, a low- 
pass filter, and a branch line coupler. These circuits have 
dimensions on the order of 1 cm, and the frequency range 
of interest is from dc to 20 GHz. The operating regions of 
all of these circuits are less than 10 GHz; however, the 
accuracy of the computed results at higher frequencies is 
examined. These circuits were constructed on Duroid 
substrates with E = 2.2 and thickness of 1/32 inch (0.794 
mm). Scattering matrix coefficients were measured using 
an HP 8510 network analyzer, which is calibrated to 18 
GHz, but provides measurement to 20 GHz. 

A. Line-Fed Rectangular Microstrip Antenna 
The actual dimensions of the microstrip antenna ana- 

lyzed are shown in Fig. 3. The operating resonance ap- 
proximately corresponds to the frequency where L ,  = 

1.245 mm = A /2. Simulation of this circuit involves the 
straightforward application of the finite-difference equa- 
tions, source, and boundary conditions. To model the 
thickness of the substrate correctly, A Z  is chosen so that 
three nodes exactly match the thickness. An additional 13 
nodes in the 2 direction are used to model the free space 
above the substrate. In order to correctly model the 
dimensions of the antenna, Ax and Ay have been chosen 
so that an integral number of nodes will exactly fit the 
rectangular patch. Unfortunately, this means the port 
width and placement will be off by a fraction of the space 
step. The sizes of the space steps are carefully chosen to 
minimize the effect of this error. 

The space steps used are Ax = 0.389 mm, A y  = 0.400 
mm, and Az = 0.265 mm, and the total mesh dimensions 
are 60 X 100 X 16 in the f, 8, and 2 directions respectively. 
The rectangular antenna patch is thus 32 Ax x 40 Ay.  The 
length of the microstrip line from the source plane to the 
edge of the antenna is 50Ay, and the reference plane for 
port 1 is 10 Ay from the edge of the patch. The microstrip 
line width is modeled as 6Ax. 

The time step used is A t  = 0.441 ps. The Gaussian 
half-width is T = 15 ps, and the time delay t , ,  is set to be 
3T so the Gaussian will start at approximately 0. The 
simulation is performed for 8000 time steps, somewhat 
longer than for other circuits, due to the highly resonant 

Fig. 4. Rectangular microstrip antenna distribution of E, (x ,  y , l )  just 
underneath the dielectric interface at 200, 400, 600, and 800 time steps. 
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Fig. 5. Return loss of the rectangular antenna. 

behavior of the antenna. The computation time for this 
circuit is approximately 12 h on a VAXstation 3500 work- 
station. 

The spatial distribution of EZ(x, y,  t )  just beneath the 
microstrip at 200, 400, 600, and 800 time steps is shown in 
Fig. 4, where the source Gaussian pulse and subsequent 
propagation on the antenna are observed. Notice that the 
absorbing boundary condition for the source has been 
implemented several nodes from the source plane to 
eliminate any undesirable effects of switching from source 
to absorbing boundary conditions. Three-dimensional 
properties of the propagation are observed including en- 
hancement of the field near the edges of the microstrip. 

The scattering coefficient results, shown in Fig. 5, show 
good agreement with the measured data. The operating 
resonance at 7.5 GHz is almost exactly shown by both 
theory and measurement. This result is a significant ad- 
vancement over planar circuit techniques, which without 
empirical treatment will allow only \S,,I = 1.0 because 
they do not allow for radiation. Also, the resonance 
frequency calculated using planar circuit concepts will be 
sensitive to errors in the effective dimensions of the 
patch. Additional resonances are also in good ageement 
with experiment, except for the highest resonance near 18 
GHz, which is somewhat shifted. 
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Fig. 6. Input impedance of the rectangular antenna near the operating 
resonance of 7.5 GHz as calculated from the FDTD results. 
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Input impedance for the antenna may be calculated 
from the S, , ( w )  calculation by transforming the reference 
plane to the edge of the microstrip antenna, 

where k is the wavenumber on the microstrip, L is the 
length from the edge of the antenna to  the reference 
plane (10 A y), and Z,, is the characteristic impedance of 
the microstrip line. For simplicity of the Z, ,  calculation, 
the microstrip is assumed to have a constant characteristic 
impedance of 50 Cl ,  and an effective permittivity of 1.9 is 
used to calculate the wavenumber. Results for the input 
impedance calculation near the operating resonance of 
7.5 GHz are shown in Fig. 6. 

B. Microstrip Low-Pass Filter 
The low-pass filter analyzed is one designed according 

to the criteria established by [2] and is shown in Fig. 7. As 
in the rectangular antenna, Ax, Ay, and Az are carefully 
chosen to fit the dimensions of the circuit. The space 
steps Ax and A y  are chosen to  exactly match the dimen- 
sions of the rectangular patch; however, the locations and 
widths of the ports will be modeled with some error. 

The space steps used are Ax = 0.4064 mm, Ay = 0.4233 
mm, and Az = 0.265 mm, and the total mesh dimensions 
are SOX lOOX 16 in the 2, 9,  and 2 directions respectively. 
The long rectangular patch is thus 50Ax X6 Ay. The 
distance from the source plane to  the edge of the long 
patch is 50 A y, and the reference planes for ports 1 and 2 
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Fig. 8. Low-pass filter distribution of E ; ( x , y . r )  just underneath the 
dielectric interface at 200, 400. 600. and 800 time steps. 
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are 1OAy from the edges of the patch. The strip widths of 
ports 1 and 2 are modeled as 6Ax. 

The time step used is At = 0.441 ps. The Gaussian 
half-width is T = 15 ps and the time delay t , ,  is set to be 
3T. The simulation is performed for 4000 time steps to  
allow the response on both ports to become nearly 0. The 
computation time for this circuit is approximately 8 h on a 
VAXstation 3500 workstation. 

The spatial distribution of E,(x, y ,  t )  just beneath the 
microstrip at 200, 400, 600, and 800 time steps is shown in 
Fig. 8. The scattering coefficient results, shown in Figs. 9 
and 10, again show good agreement in the location of the 
response nulls. The desired low-pass filter performance is 
seen in the sharp S,, roll-off beginning at approximately 5 
GHz. There is again some shift near the high end of the 
frequency range. In the S,, results, the stopband for the 
calculated curve is somewhat narrower than the measured 
results. Some experimentation with planar circuit tech- 
niques has led to the conclusion that this narrowing is 
caused predominantly by the slight misplacement of the 
ports inherent in the choice of Ax and Ay. 

C. Microstrij2 Brunch Line Coiipler 
The branch line coupler, shown in Fig. 1 1 ,  is used to 

divide power equally between ports 3 and 4 from ports 1 
or 2. This occurs at the frequency where the center-to- 
center distance between the four lines is a quarter wave- 
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Fig. 10. Insertion loss of the low-pass filter. 
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Fig. 11. Branch line coupler detail. 

length. Also, the phase difference between ports 3 and 4 
is 90" at this frequency. To model this circuit, Ax, Ay,  
and Az are chosen to match the dimensions of the circuit 
as effectively as possible. The space step, Az, is chosen to 
match the substrate thickness exactly. The space steps, 
A x  and Ay, are chosen to match the center-to-center 
distance (9.75 mm) exactly. Again, small errors in the 
other R and j dimensions occur. 

The space steps used are Ax=O.406 mm, Ay=O.406 
mm, and Az = 0.265 mm and the total mesh dimensions 
are 60X lOOX 16 in the 2, j ,  and 2 directions, respec- 
tively. The center-to-center distances are 24 Ax and 24 Ay .  
The distance from the source plane to the edge of the 
coupler is SOAy, and the reference planes for ports I 
through 4 are lOAy from the edges of the coupler. The 
strip widths of ports 1 through 4 are modeled as 6Ax. 
The wide strips in the coupler are modeled as lOAx 
wide. 

The time step used is At = 0.441 ps. The Gaussian 
half-width is T = 15 ps and the time delay t,, is set to be 
3T. The simulation is performed for 4000 time steps to 
allow the response on all four ports to become nearly 
zero. The computation time for this circuit is approxi- 
mately 6 h on a VAXstation 3500 workstation. 

The spatial distribution of Ez(x ,  y ,  t )  just beneath the 
microstrip at 200, 400, 600, and 800 time steps is shown in 
Fig. 12. The scattering coefficient results, shown in Fig. 
13, again show good agreement in the location of the 
response nulls and crossover point. The desired branch 
line coupler performance is seen in the sharp S I ,  and S,, 
nulls which occur at approximately the same point (6.5 

200 Time Steps 400 Time Step? 

-. 

600 Time Steps 800 Time Step, 

Fig. 12. Branch line coupler distribution o f  E , ( x . y .  1 )  just underneath 
the dielectric interface at 200, 400. 600, and 800 time steps. 
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Fig. 13. Scattering parameters of the branch line coupler. 

GHz) as the crossover in S,, and S,,. At this crossover 
point S,, and S,, are both approximately -3 dB, indicat- 
ing that the power is being evenly divided between ports 3 
and 4. The nulls in SI ,  and S,, at the operating point 
indicate that little power is being transmitted by ports 1 
and 2. The phase difference between S,, and S, ,  is 
verified to be approximately Yo" at the operating point 
( =. 6.5 GHz) in both the calculated and measured coeffi- 
cients, as shown in Fig. 14. Some shift in the location of 
the nulls is again observed and is likely due to the slight 
modeling errors in the widths of the lines. 

D. Error Discussion 
In general, agreement between measured and calcu- 

lated results has been good; however, there are several 
reasons to explain the small discrepancies in the results. 
The modeling error occurs primarily in the inability to 
match all of the circuit dimensions. The space steps, Ax, 
A y ,  and Az, may be freely chosen; this allows exact 
matching of only one circuit dimension (or two edges) in 
each of the 2, j ,  and 2 directions. Another small source 
of error is the exclusion of dielectric and conductor loss in 
the FDTD calculation. This causes the calculated S pa- 
rameters to be shifted up in amplitude from the measured 
data at the higher frequencies. Measurement errors occur 
because of the microstrip-to-coaxial transitions, which are 
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Fig. 14. Phase difference of port 3 relative to port 4 of the branch line 
coupler. 

not de-embedded in the measurement, and because the 
network analyzer and its connectors are rated only to 18 
GHz. 

IV. CONCLUSIONS 
The finite-difference time-domain method has been 

used to perform time-domain simulations of pulse propa- 
gation in several printed microstrip circuits. In addition to 
the transient results, frequency-dependent scattering pa- 
rameters and the input impedance of a line-fed rectangu- 
lar patch antenna have been calculated by Fourier trans- 
form of the time-domain results. These results have been 
verified by comparison with measured data. The versatil- 
ity of the FDTD method allows easy calculation of many 
complicated microstrip structures. With the computa- 
tional power of computers increasing rapidly, this method 
is very promising for the computer-aided design of many 
types of microstrip circuit components. 
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